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Patient Outcomes

What problems can we solve?

* Diagnosis
v Rare diseases, missed diagnoses, misdiagnoses
v’ Patients in need of specialized treatment options

e Classification

v Heterogeneous clinical syndromes
* Automation
* Risk prediction
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Al vs. machine learning

ARTIFICIAL INTELLIGENCE

Programs with the ability to
learn and reason like humans

MACHINE LEARNING

Algorithms with the ability to learn
without being explicitly programmed

https://www.qubole.com/blog/deep-learning-

the-latest-trend-in-ai-and-ml/

What is machine learning?

* Machine learning: A program that learns to
perform a task or make a decision automatically
from data rather than having to be explicitly
programmed

> Merges statistics + computer science

> Statistics: seeks to learn relationships from data

> Computer science: Optimizes efficiency of
computer algorithms

Beam & Kohane. JAMA 2018; Deo RC. Circulation 2015
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Machine learning spectrum
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Machine learning: Key concepts

* Types of machine learning
> Supervised learning: learning based on labeled data
> Unsupervised learning: pattern recognition in unlabeled data
> Deep learning: neural networks to handle high-density data

* Bias-variance trade-off + regularization
* Bigger data # better data

* Feature selection

* Train-validate-test
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Supervised learning

e Examples: logistic regression, support
vector machines, random forests

Active treatment arm of HFpEF RCT
Il

External validation in
separate clinical trial:

* Prospective “targeted”

Non-responders Responders
G Deep phenotyping Y
N

Supervised learning to identify
“signatures” of treatment response

Unsupervised learning

e Examples: hierarchical clustering, model-
based clustering, tensor factorization
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Unsupervised learning

e Examples: hierarchical clustering, model-
based clustering, tensor factorization
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Heterogeneous group
of patients with HFpEF

Deep learning

e Deep learning: supervised or unsupervised

> Useful for very large datasets (e.g., imaging)

> Neural network with multiple layers of nodes for
feature identification and classification

Low-level Mid-level :: High-level Trainable
feature :> feature feature classifier
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Bias-variance trade-off

REGULARIZATION: PENALIZE THE
MODEL FOR INCREASING COMPLEXITY /
/

LOWEST ERROR £
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MODEL COMPLEXITY

Bigger data # better data

We need informative features (orthogonal features)

MORTALITY
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Bigger data # better data

We need informative features (orthogonal features)

PHENOTYPE #1
PHENOTYPE #1

PHENOTYPE #2 PHENOTYPE #2
NOT INFORMATIVE INFORMATIVE

Feature selection

* Which features (variables) should be included in
the machine learning model?
* When presented with a large number of features,

how can we select the “best” features?
> Supervised learning to rank features (Random Forests)
> Unsupervised learning to reduce the dimensions of the data
(Principal Components Analysis)
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Train-validate-test

* The ML model will always look “great” in the
training dataset

* Use internal validation to tune the model and make
it more generalizable

* External testing in a completely separate study,
cohort is critical: think about this in the study
design phase

Key steps in machine learning

* |dentify rich dataset for training and a separate,
similar dataset for testing

* Determine which variables to include in the machine
learning analysis

* Handle data missingness and dimension reduction

* Decide on type of ML technique and determine
optimal parameters for model

» Regularization (prevents overfitting)

* Validation and testing
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How to evaluate a machine learning study
Evaluation Criteria
Study question v Does ML offer specific advantages over
and design conventional statistics?
v Are data being collected primarily for research or
Data clinical purposes?
Are there issues of biases or data quality?

Is there good rationale for the type of ML used?
Internal validation?

Approach External testing?
Is model performance superior to conventional,
simpler models?

Do the results have clinical relevance or provide
mechanistic insight?

How well should we expect the study population
to generalize to the target population?

Clinical relevance

Machine learning in HF: growing pains

e Ahmad T, et al (JAHA 2018):

> 44,086 Swedish HF patients
(all LV ejection fractions)
Supervised learning of =i
mortality (Random Forests): o
selected top 8 predictors
Unsupervised learning (K-
means) of the 8 top predictors
found 4 clusters ' ol

—— 30-39 (N=9956)
= 40-49 (N=7938)

Validation: clusters differ R
markedly by mortality wa

Time (days)

Survival (%)

1
100
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Machine learning in HF: growing pains

* Frizzell JD, et al (JAMA Cardiol 2018):
> Complex ML models no better than simple statistical models
for prediction of 30-day readmissions in HF patients

Table. Comparison of C Statistics Judging Discriminatory Capacity in Predicting HF 30-Day Readmissions in Nationally Representative Mo~
Model Study Population No. C Statistic? '\9(‘\0 . o(\
TAN® CMS + GWTG-HF 56477 0.62 \log egg\
LR® CMS + GWTG-HF 56477 0.60 M0 ‘eg‘
LASSOP CMS + GWTG-HF 56477 0.62 o™
RF® CMS + GWTG-HF 56477 0.61 2N o

RPN

GBMP CMS + GWTG-HF 56477 0.61 ,‘o(
EHR 2016° CMS + GWTG-HF 56477 0.59
EHR 2013€ CMS + GWTG-HF 33349 0.59
cmsd CcMS 567 447 0.6
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Machine learning to predict CRT response

INPUT DATA UNSUPERVISED MACHINE LEARNING

Echocardiographic patterns
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Machine learning to predict CRT response

Phenogroup 1 Phenogroup 3 Phenogroup 1 Phenogroup 3
3 84 3 &
z - g -
* Non-ICM I3 =
- LBBB, Longest QRS duration 2 w© 2 w©
+ Youngest patients Non-IcM o 51 o 51
+ High proportion of females . LBBB 2 £
+ Lowest SBP, highest HR + Highest proportion of females £ g £ g
* Highest diuretic & MRA use * Less remodelled LV; high LVEF, GLS Q2 31 S S
* Most remodelled LA, LV; lowest LVEF, GLS + Less remodelled RV, high FAC ] ]
Most remodelled RV, lowest FAC 0 Gl Ee STt e o °
- Marked Septal flash strain pattern ? ? 2 8 HR036(019-068) £ 8 HR035(019:064)
+ Highest primary outcome rate in E P =0.001 ICD El P =0.0005 IcD
ICD-only treated patients § o CRT-D ?, ] CRT-D
Responder group Responder group o g1 . . . [Gap=gy . r
Marked volume response Best volume response 0 1 2 3 0 1 2 4
Years Years
N Phenogroup 2 . Phenogroup 4
Phenogroup 2 Phenogroup 4 5 3 T 27
2 =
Icm 3 | 2 w©
Low proportion of LBBB - iem o 3 o 5]
High proportion of males * Low proportion of LBBB. &= g
High proportion of hypertensives + High proportion of males £ g I
High proportion of diabetics + High proportion of diabetics g 2 s 27
Lowest NYHA class, lowest diuretic use * Remodelled LV, low LVEF o 5
Least remodelled LA, LV; high LVEF, GLS + Remodelled RV, low FAC [ o
Less remodelled RV, high FAC Extensive apical and inferoseptal scar £ 9 :;"3 %% (0.54-1.59) % § 1 HR0.80 (0.51-1.26)
Reduced septal, inferior strain; apical scar High e suteome rate In (CB20nl g g IcD 3 P =0.344 \cD
« Lowest primary outcome rate in ICD-only treated patients S g crTD| § 3 CRT-D
treated patients O st - - : o 3L : .
Nonresponder group Nonresponder group 0 1 2 4 0 1 2 4
Different HF substrate — Different HF substrate - Years Years
“Benign” HTN/DM/ICM? Advanced ICM? . .
Cikes M, et al. Eur J Heart Fail 2019

HF treatment: One-size-fits-all approach
AIEEIEIY;

UNIFORM
TREATMENT

NO
BENEFIT

Heterogeneous group

of patients with
HFpEF

WORSENED
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Personalized, precision medicine

Advanced image analysis

Blood, urine testing o .28 .0
: Tissue analysis IMPROVED
Genetic testing
e 2

W srreer4e

Heterogeneous group
of patients with IMPROVED
HFpEF

Iterative clinical discovery

Group C

Heterogeneous machine :> Discrete
clinical syndrome learning pheno-groups
(pattern

recognition)
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Iterative clinical discovery
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Further Machine Discrete
pheno-groups

New clinical, Rg¥
biological
insights

investigation Iearnlng

Heart failure vs. cancer

Sub-optimal one-size-fits-all approach Optimal targeted approach

Cor >

\4 \4
Imaging, ECG, PEX Tissue biopsy
Phenotypic analysis Imaging
* Quantify LVEF Phenotypic analysis
» Functional class » Tumor size, extent
 Fluid status » Histologic analysis
* QRS duration Gene expression
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Echocardiography: deep phenotyping
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Pheno-group classification:
» Added prognostic value over

MAGGIC risk score and BNP
* Replicated prospectively in
107 additional HFpEF patients

20 30
Follow-up time (months)

Shah SJ...Deo RC. Circulation 2015

Bayesian information criterion
\ \ |

Survival free of CV
hospitalization or death
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HFpEF pheno-groups

Pheno-group #1 Pheno-group #2 Pheno-group #3

Least cardiac Most severely impaired Most severe
remodeling/dysfxn myocardial relaxation electrocardiac
Lowest BNP Highest prevalence of remodeling, renal
diabetes dysfunction

HFpEF pheno-groups: Cardiac mechanics
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Indices of Cardiac Mechanics
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HFpEF pheno-groups: CPET

Parameter G(:\c:gi)l;
Exercise time (s) 4691241
Peak SBP (mmHg) 181427
Heart rate reserve (%) 129423
Chronotropic incompetence 50%
VO, max, ml/min/kg 16.4+6.6
VE/NCO, at AT 31.1+5H

Group2 Group3
(n=50) (n=46)
S ()20 2 356+£195 0.003
16133 164132 0.009
114121 105426 0.001
71% 76% 0.052
11°.3+2.6 13.214.3 <0.001
32.4+4.9 34.415.3 0.015

P-value

HFEpEF phenomapping in TOPCAT

TOPCAT Americas, N=1767
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Phenomapping in the clinic?

v History/physical Assign Targeted
v Labs pheno-group treatment,
v ECG clinical trials

v Echo

Statistical learning

Phenomapping in the clinic?

v History/physical Assign Targeted
v Labs pheno-group treatment,
v ECG clinical trials

v Echo Deep learning

Statistical learning

1/14/22
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Machine learning of echo images

Deep learning to Automated Active Particle
Identify views identification appearance tracking for
(e.g., Adc) of cardiac models for tissue
chambers segmentation displacement,

velocities,

strain
Echo image server: Q
High throughput analysis for
automated diagnosis, -
feature identification w

Zhang J...Deo RC. Circulation 2018

. PLAX.remote

@ PLAX

’ PLAX.zoom of LA
@ PLAX centered on LA
@ RV.inflow

(© PSAX.apex

© PSAX.PapMuscle
© PSAX.MV

@ PSAX.AoV

© PSAX.AoV zoom
@ A2c.no occlusions
@ A2c.occluded LA
@ A2c.occluded LV
. A3c.no occlusions
@ A3c.occluded LA
. A3c.occluded LV
@ Adc.no occlusions
O Adc.occluded LA
@ Adc.occluded LV
@ Asc

@ Subcostal

© Suprasternal

@ Other

19
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ML for precision diagnhosis of heart disease

Can we use the same technology as self-driving cars to diagnose heart disease?

> -t

Al to guide echo acquisition

) Improve access to echo in
Recording... PLAX

) & P ' primary care and rural
& N?’ settings (“democratize
M’ & echo”)
Deep learning algorithm
guides echo acquisition by
novices (nurses, MAs)
8 nurses, n=240 patients
Studies judgedto be of
diagnostic quality for LV
2 /1 . size, function-and pericardial
4 effusion/in 99% of cases and
RV size'in 93% of cases
Gain No major differences
between nurses and
~c0@e . sonographers

&

Instructions Vv

Narang A...Thomas JD. JAMA Cardiology 2021
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Automated measurements + disease detection

Amyloid detection model (phased)
A4c + PLAX

o~

AUROC =0.84

True positive fraction

o1 0.00 j
p=0.85 0.00 0.25 0.50 0.75
10 False positive fraction

0 100

50 012 0.16
Automated Vendor strain

LA Volumes Global longitudinal strain

Zhang J...Deo RC. Circulation 2018

Automated disease tracking over time

Longitudinal Strain
(Absolute %)
Longitudinal Strain
(Absolute %)

! Iy ! i !
0168%  58%.62% 62% h 62% 0164% 59% 55% 41%  51%

201407 201501 201507 201601 201307 201401 201407 2015-01
Study date Study date

SP [

Doxorubicin/ No anthracyclines Doxorubicin/ No anthracyclines
Cyclophosphamide Cyclophosphamide

N
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n
@

n
=)
N
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(Absolute %)
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o

Nadir Longitudinal Strain
@

Median Longitudinal Strain

o
=)

Zhang J...Deo RC. Circulation 2018
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ML for precision diagnhosis of heart disease

Typical HFpEF Cardiac amyloidosis
(often misdiagnosed and
requires specific treatment)

Automated measurements + disease detection

Amyloid detection model

o
N
o

True positive fraction

o
o
o

0.25 0.50 0.75
False positive fraction

Zhang J...Deo RC. Circulation 2018
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Deep learning to detect cardiac amyloidosis
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Newest deep learning model: AUC for cardiac amyloid 0.91-1.00
(based on a single view of the heart on echocardiography [heart ultrasound])

Goto S...Deo RC.
Nature Communications (in press)

Deep learning of bullseye patterns

Deep learning of bullseye maps in the Multi-Ethnic Study of Atherosclerosis

(MESA): Population-based study, n=3,032 who underwent echo 2016-2018

Original bullseye maps

Deep learning model predicted bullseye maps

Goal: find new
bullseye patterns to
identify disease, risk
patterns, novel
biology

Step 1: Train deep
learning model to
identify “features”

23
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Deep learning of bullseye patterns

Deep learning of bullseye maps in the Multi-Ethnic Study of Atherosclerosis
(MESA): Population-based study, n=3,032 who underwent echo 2016-2018

Step 2: Use statistical
learning (e.g., model-
based learning to sluster
cluster the features ) I 20
identified by deep 20
learning model)

2.0

1.5

Cluster 1:

Cluster 3:

24



What went wrong?

HFpEF in the future

Heterogeneous

HFpEF syndrome Phenotype-
/é", specific

% Sub _phenotyping: ~—— treatment

Quantitative imaging —>
* Cardiac biopsy
* Liquid biopsy
* Exercise phenotyping
* Machine learning

1/14/22
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Deep learning + multi-omics

Deep learning autoencoder Echo Adc view

-t
e

r'd

Deep learning
Grad-CAM

Ghorbani, Ouyang, et al. NPJ Digit Med 2020

Data dimension
reduction
(e.g., PCAs,

clusters) HFpEF
(Echocardiogram) phenotypes

Machine learning in HF: Future directions

* Differentiate types of learning tasks:
> Mimic human behavior (machine replicates a
task that humans do well)
> Perform tasks that humans don’t do well (find
hidden meaning in data)
* Apply reinforcement learning, generational
adversarial networks to healthcare problems
* Incorporate machine learning into clinical trials

1/14/22
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Machine learning in HF: Recommendations

* Bigger data is NOT necessarily better data
> |Informative (orthogonal) features are key
> Few precise features: better than lots of imprecise features

* Have a clear goal in mind at the onset of the study:
resolve heterogeneity of complex phenotypes

* Think about validation/testing from study onset

* Deep learning: need to develop large repositories
of images labeled by expert human readers

Take home points

Data-driven analytics may be able to answer several unmet needs
in echocardiography, especially:
> Resolving the heterogeneity of complex CV syndromes
> Early diagnosis of complex common and rare CV diseases
> Automated measurements to improve workflow
> Al guided ultrasound to “democratize” echocardiography
There are 2 key types of machine learning:
> Supervised learning
= Unsupervised learning
Machine learning is not perfect: Don’t use it blindly

Know how to properly evaluate studies that use ML

27
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